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Abstract：Based on quantum biology and biological gauge field theory, we propose the biological lattice gauge 

theory as modeling of quantum neural networks. This method applies completely the same lattice theory in 

quantum field, but, whose two anomaly problems may just describe the double helical structure of DNA and 

violated chiral symmetry in biology. Further, we discuss the model of Neural Networks (NN) and the quantum 

neutral networks, which are related with biological loop quantum theory. Finally, we research some possible 

developments on described methods of networks by the extensive graph theory and their new mathematical 

forms. 
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1. Introduction 
 

  Biological systems are all very complex systems. Their descriptions apply usually some simplified methods of 

modeling from the well-known Hodgkin-Huxley model to modeling of spiking-bursting neural behavior using 

two-dimensional map [1], spontaneous emergence of modularity in a model of evolving individuals [2], 

collective signaling behavior in a networked oscillator model [3]. Based on the neural synergetics, we proposed 

Lorenz model of brain [4]. Contrarily, Gorbachev and Abramova applied a modified neuro-fuzzy model to the 

trajectory of world economic and technological development [5]. 

  Based on the inseparability and correlativity of the biological systems, we proposed the nonlinear whole 

biology and four basic hypotheses [6]. Based on the extensive quantum theory we proposed the extensive 

quantum biology [7]. Assume that basic quantum elements of DNA are A-T and G-C, so DNA may apply the 

extensive quantum biology [8]. Further, the Schrödinger equation with the linear potential may become the 

Bessel equation. Its solutions are Bessel functions, and may form the double helical structure of DNA in three 

dimensional space [9]. In this paper we propose the biological lattice gauge theory as modeling of the quantum 

neutral networks, and new described forms of networks are researched. 

 

2. Biological Lattice Gauge Theory 
 

  Quantum biology is well-known theory. For example, neurobiology applies widely quantum mechanics. 

Tarlaci proved we need quantum physics for cognitive neuroscience [10], and researched the probabilistic 

quantum thinking and obtained experimental results that are of basic significance in the fields of neuroscience 

and of psychology [11]. Erol researched basics and concise relations between Schrödinger wave equation and 

consciousness/mind [12]. We researched the possible applications of the Yang-Mills gauge theory in biology 

[6,13]. In particular, we discussed the SU(2) gauge theory of DNA, and corresponding equations and their some 

solutions [8]. We combined both aspects, and propose biological lattice gauge theory, which applies completely 

the same lattice gauge theory in quantum field. It is also the extensive quantum biology [7]. 

  Wilson proposed lattice gauge theory, in which space-time is replaced by a discrete set of points [14]. Then 

Kogut, et al., discussed the theoretical Hamiltonian formulation, and so on [15]. This theory gives qualitative 

nonperturbative information concerning QCD, therefore, it becomes an important quantum field theory [16,17]. 

  In lattice gauge theory the simplest lattice is defined with equal lattice spacing a. When the limit 0a , it 

reduces to the usual Yang-Mills gauge theory, i.e., it is the discrete gauge field theory, and there is an effective 

largest momentum of order 1/a as an ultraviolet cutoff [17]. Two neighboring sites of the lattice denote 

), nn（ . A member of SU(3) is [16]: 

)](
2

exp[),( nAiagnnU a
a




  .                                         (1) 

Here g is the coupling constant, 
a  is the generator of SU(N), and )(nAa

  is the gauge field. 

  The scalars on the lattice must make the substitution: 
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Such the scalar action becomes: 
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Here n  replace its Fourier transform )(k , and insert the Fourier expansion of n  into the free action of 

the scalar field on the lattice. On the lattice, the propagator is generated [16]: 
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Therefore, the properties of the expression are examined by a formula [16]: 
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  Eq.(4) and (5) are similar to biological helical structures. The lattice gauge theory may derive two anomaly 

problems [16]: 1) There is an unphysical doubling for each space-time dimension. But, it seems to correspond 

just to the double helical structure of DNA. 2) Another problem is related to the anomaly violated chiral 

symmetry. But, it is widely natural character that the chiral symmetry is violated in biology. Therefore, the 

biological lattice gauge theory should be cable to describe the double helical structure of DNA and violated 

chiral symmetry in biology. Moreover, the lattice gauge theory describes the confinement of quarks, which 

corresponds also to the biological inseparability. 

 

3. Quantum Neural Networks 
 

  Watts and Strogatz [18] researched complex networks, and networks of coupled dynamical systems have been 

used to modeling of biological oscillators, neural networks, genetic control networks and many other 

self-organizing systems. They explored simple models of networks that can be tuned through this middle ground: 

regular networks ‘rewired’ to introduce increasing amounts of disorder, and found that these systems can be 

highly clustered, like regular lattices, yet have small characteristic path lengths, like random graphs. This is 

namely ‘small-world’ networks [18,19]. Complex networks show some topological statistical properties, and 

scale-free [20], i.e., they have exactly or approximately the distribution of power function, and group structures 

[21-25], and corresponding network evolutional model. It is related with the topological thermodynamics, in 

which Kirchhoff law and Tellegen theorem may be applied to neurobiology. If Kirchhoff current law is violated, 

it will show brain infarction. 

  Hopfield [26,27] proposed a type of neural networks model, whose basic nonlinear equations are: 
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  Christopher discussed bishop, neural networks for pattern recognition [28]. Wolfram found that cellular 

automata have four different results: stable state, period states, chaos and complex state [29]. Further, there are 

also quasiperiod and random states. We discuss the quantum neutral network, which may be related with 

biological loop quantum theory [6]. 

  Network includes random network and scale-free network [30]. General bionetwork is not random networks, 

and form often network clusters, which are described by the clustering coefficient, and form “small-world” 

networks with the shortest path length [18]. Bionetworks may construct network motifs with feed-forward, 

bi-fan, bi-parallel and three chains forms [31,32], and modularity [33], etc. 

  A main tool of networks is statistics physics, which is related with the average field and the renormalization 

theory. Ravasz, et al., discussed the statistical description of complex network [34,35]. In phase transition, a 

phenomenological rule of order parameter is: 
 || ctt  .                                          (7) 

It is a nonlinear formula, and   is fractal dimension. The scale-free network has stronger robustness, and 

obeys also the power law [22]: 

nkkp ~)( .                                         (8) 

  It is the degree distribution formula with a fractal dimension nD  . The scale-free and clustering in 
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bionetworks coexist, and emerge the new hierarchical networks, whose formations [34] are some classical 

fractals, for example, Eq.(8). Further, the fractal dimension may be developed the complex dimension in both 

aspects of mathematics and physics [36-38]: 

iTDDz  .                                         (9) 

When the complex dimension is combined with relativity, whose dimensions are three real spaces and one 

imaginary time, it expresses a change of the fractal dimension with time or energy, etc. It exists widely in 

biology [39]. We discussed their existence in the fractal’s description of meteorology, seismology, medicine and 

the structure of particle, etc [36,38,39]. 

  It is well-known that the neurobiological system is a very complex nonlinear system. Much neuron constructs 

the neural networks (NN), which are origin of neural system. Their models may be continuous or discrete. The 

pan-brain network combines the pan-brain level and the pan-brain relation. It includes complex macrocircuit and 

mirocircuit. These may be applied to neuron, neurobiology, and constitute their theoretical models, and research 

their functions and mechanism. 

  A connection model of Artificial Neural Networks (ANNs) is: 

 
Fig. 1. A connection model of ANNs 

  There is the perception of neural networks. They may be self-adapt and self-organization, which corresponds 

to learning. Information may be storage and memory, may be control and learning. A three-layer connected 

model of NN is: 

 
Fig. 2. A three-layer connected model of NN 

In this model input layer nx  has n neurons, hidden layer px  has p neurons and output layer mx  has m 

neurons. While x and y are not direct connection. 

  Barabasi and Albert [20] proposed the average field equations of evolutionary model on scale-free network: 
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When time t is enough long, a solution is 
)/( ii ttmk  . When network increases with complete random, the 

average field equations are: 
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Their solution is 
mkekp /)(  , which is the same with Eq.(8) 

  Jeong, et al., [40] and Tanaka [41] researched metabolic networks, for example, amino acid biosynthesis, 

carbohydrate metabolism, lipid metabolism, nucleotide metabolism, etc. They have the small world property. 

Interacting networks of protein are also scale-free [42,43]. They and the channels in traditional Chinese medicine 

possess small world property and fractal structures. 

  If the relation between the clustering coefficient C(k) and scale k is 
 kkC )( , it will explain networks 

with the level structure. Networks possess clustering and hierarchical characters [33,34]. The social networks 
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possess group structures [43-46,22,2]. Different sense systems of biology are namely different groups and 

communities. Newman proposed an important statistical parameter: assortativity [47,48]. It corresponds to the 

same sense system, etc. 

  Holme-Kim model of scale-free network has tunable clustering [45,49]. Networks can show dynamics with 

scale-free structures and nodes of networks [50-52], and form the coevolution network model [53,54], the 

adaptive network model [55], the self-organized network model [52], etc. 

  For structures of functional networks [56] the memory function is defined by the edge weight function f(e) in 

networks flow. When )()( cefef  , threshold value is namely long memory. It is related with initial 

conditions. 

  Entropy of degree distribution is defined by formula: 

     
k

kPkPH )(lg)( .                                       (12) 

The maximum entropy corresponds to the uniform random networks, and the minimum entropy corresponds to 

the regular networks. It shows that degree distribution of small-world network method is analogy to degree 

distribution of random figure [19]. 

  We proposed possible entropy decrease due to internal interactions in some isolated systems in biology, in 

which the neuroscience, the permeable membrane, the molecular motor, etc., are all some internal interactions. 

Further, a sufficient and necessary condition of entropy decrease is expressed quantitatively [57]. Entropy 

increase always will be unable to derive any complex systems. Moreover, we proposed quantitatively a universal 

entropy theory on evolution of any natural and social systems [8]. 

  For synchronization model Kuramoto proposed a phase model with average field [58]. Pikovsky, et al., 

discussed universal synchronization [59]. Phase clustering and transition to phase synchronization in a large 

number of coupled nonlinear oscillators, and synchronization systems are researched [60,61]. By this method 

nonlinear oscillator may describe each object, and networks possess clustering structure [47,62]. Further, the 

networks model of synchronization may be constructed [1,3]: 
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Here k is a key, which is bigger, and more synchronized. This is also a phenomenological field (as the thought 

field, religion field and Qi field, etc). 

  At recent Clauset, et al., researched hierarchical structure and the prediction of missing links in networks [63]. 

Newman and Clauset discussed structure and inference in annotated networks [64]. 

  Bionetworks are related with biological topology, and both can be represented by matrix, where nodes are 

order and edges are values of elements. Points and edges form the complete incidence matrix. Biological 

networks are usually the non-directed graph, but conduction directions are the directed graph. We discussed 

biofield and some nonlinear theories in biology, researched chaos in biology and its application to cancer. Fractal 

and complex dimension in biology are searched. Nonlinear biothermodynamics and in which possible entropy 

decrease are investigated. We proposed the matrix representations of hypercycle theory. The quantum neural 

biology should be nonlinearity and quantization, and may relate to quantum chaos, quantized matrix, etc [39]. 

The matrix formulation is also a form of quantum mechanics, and is related with quantum biology and neural 

biology. 

  For structure of neuron, the weighted values, as neuron and element of matrix, may form various matrices. In 

this matrix the positive weighted values represent effect increase and negative values represent effect decrease. It 

should be four matrices (np, pn, pm, mp). They may be unified by one matrix: 
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Fig. 3. Figure on inputs and output 

General output is: 
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Here is  is the feedback information. From this forms the cycle mode. Its dynamic model is: 

ipF
dt

dH
 .                                                      (18) 

It connects with Hopfield model. 

  Network dynamics researches the networks whose status changes in time [65-67]. It may be based on the 

principle of least action, and obtain network structures from selection principles [68-71]. We think that the basis 

of Chinese medicine is an old network theory, in which the channels are namely the special networks. The 

generalization of bionetworks is systems biology. Further, the quantum neural networks may combine the 

biological lattice gauge theory. 

 

4. New Research on Described Networks 
 

  Hartwell, et al., [72] proposed that modern biology should develop new research methods, and investigate 

interactions among biological molecules, and corresponding network structures, dynamics and their function. 

The biological networks show the nonlinear whole biology [6]. 

  One of the main mathematical tools on networks is graph theory. Bionetworks, neural networks and general 

networks may apply graph theory and the extensive field [38], etc. For example, the neural elements in neural 

networks correspond to nodes, and fields related complexity. Nodes and fields may form different levels and 

hierarchical networks. Here the importance of nodes may be represented by different centrality [73]. It can 

simplify the hierarchical networks [34]. In neural system there are various hierarchical interregional circuits, for 

example, local circuit, and microcircuit. They may be some biological lattices. Recently, Nadakuditi and 

Newman discussed graph spectra and the detectability of community structure in networks [74]. 

  Based on the combination of the tree-field of graph and Feynman diagrams, we proposed a new development 

on graph theory, which includes five types of the basic elements: various solid lines, dotted lines, wavy lines, and 

vertices, fields (which are a set of legion small trees). Then, we researched their possible applications in physics 

and social sciences, etc [75]. The possible meanings of these elements are mathematically: solid lines represent 

connections with fixed values, dotted lines represent possible connections, wavy lines represent changed 

connections by function f(x), and fields represent complexity by sum formula 


n

if
1i

 and integral  dxxf )(  

or by product formula )(
1

i

n

i
fS


in different levels, etc. 

  The new extensive graph may apply to various biological systems, which include more complex structures and 

joins. Bones are lines and tubes. Assume that cells correspond to fields, and various fibres correspond to 

different lines. The stomach is field, so intestine is line and 3-dimensional tube. We proposed the string theory of 

DNA and general biological string [8]. String is also a specific line for graph. Fig.3 is represented by lines, 

vertices and a field. 
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Fig. 5. Structure of neuron 

  In structure of neuron (Fig.5) the cell soma and neuron correspond to fields, and axon, dendrite and synapse 

correspond to various lines. Every cell body as all modeling Calabi-Yau manifold corresponds to superstring and 

higher dimension [76]. Further, we may research the Feynman rules of biology. 

  Primary model of neural transference may apply hydrodynamics and its three-dimensional shape. Assume 
)1/(  DDCA  [69]. For D=3, so 

4/3CA . Theoretical explanation for DNA as a source of biophoton 

emission has been presented by Popp, et al [77]. According to the exciplex model the standing vibration waves 

(photons) in the DNA lattice have to provide the necessary conditions of allowed biophoton emission at all, and 

photons in DNA lattice are considered to originate from the stacking interaction in DNA staircase. 

  Further, this theory may combine the loop quantum gravity theory [6], and general relativity and twistor 

theory [78], etc. 

 

5. Conclusions 
   

  Based on quantum biology and modeling by the lattice theory in quantum field, we propose the biological 

lattice gauge theory, whose two anomaly problems may just describe the double helical structure of DNA and 

violated chiral symmetry in biology. Further, we discuss the quantum neutral networks, which are related with 

biological loop quantum theory. Some possible developments on described methods of networks by the extensive 

graph theory and their new mathematical forms are researched. 

  In a word, the quantum neutral networks and general bionetworks may combine various theories and 

mathematical methods. It is possibly a direction of biology and neurobiology, and may be perfected and 

developed continually. 
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